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[Post-Mortem] EBS Capacity R e BT L LML ML
Errors/Elevated API Error Rates

May 15, 3:28 PM PDT We want to
share some information about what
happened during the May 12th
Amazon EBS event, as well as fmanie R L
actions we are taking to address ‘ e S LS RS T

ability to service critical requests when it comes under heavy load for

Amazon Elasti d |E‘Pltjst—Murlem] EBS Capacity Errors/Elevated APl Error
ates
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fay 15, 228 PM POT We want to share some information about what
| happened during the May 12th Amazon EBS event, as well as actions
Amazon Elast we are taking to address root cause,

B

Amazon Flexi The Amazon EBS ARls were unavailable in the US-EAST-1 region on
May 12th from 7:30 PM POT to 9:43 PM PDT, While other Amazon EC2
Amazon Mec &Pls and the vast majority of running Amazon EBS volumes were
unaffected, customers could not create, delete or describe volumes
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cause was a single Availability Zone that became capacity
constrained which made it difficult for the service to process requests
to create new &mazon EBS wolumes, The service came under heawy
8 load as inefficiencies in our placement logic caused us to continually
Amazarysimple]  search internally for the space needed to fulfill each new
CreateVolume request that came in when there was no space
Amaghn Simple|  available, This evertually impacted our ability to process all Amazon
EBS related APl requests, The reason the Amazon EBS APz were
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any reason,

ro Ot C au S e . Additionally, a small number of volumes were unavailable while we

i @ Senice is provisioned additional capacity, The affected volumes were all in a rmational message
. single Availability Zone and were the result of hardware failing while
we were capacity constrained, Because of the limited Amazon EBS
e l I I a.Z O n S W e r e capacity available in that Availability Zone, the systern was unable to
" immediately restore redundancy to some volumes that had resided on
Status History the failed hardware, These volumes became stuck in a state where

= = they were walting for redundancy to be restored before allowing further
u n aV al | ab | e I n t h e l | S — EA S | — 1 Amazon Web Services kee| rite requests, causing both the volumes and any attached instances or te previous 35 days, Mouse
over any of the status jcond 10 wait indefinitely. Once additional capacity was brought online, the 3. Clck on the arraw buttons at the
top of the table ta move for|  volumes were able to restore redundancy and the in-flight write

. s requests completed, As a result of what we have leamned, we are
o refining our capacity planning to maintain a larger pool of buffer
0 capacity to better insulate existing volumes from potential hardware

failures In times of constrained capacity, We are alzo exploring ways py 1 May 11 May 10 | 35

to keep volumes available even if the system cannot immediately
P D I to 9 . 43 P M P D | Amazon CloudFront regain redundancy., (] (]
. ]

. We apologize for the inconvenience to those customers affected, We

amazonjEla=ticiComn assure you that we are working hard to avoid having this happen in yfe <

future,
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